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Dominance-Analysis is a Python library developed to arrive at accurate and intuitive relative importance of predictors. The library can be used for dominance analysis or Shapley Value Regression for finding relative importance of predictors on a given dataset. This library can also be used for key driver analysis or marginal resource allocation models.
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The package is currently compatible with Python 3.7, 3.8, 3.9 and 3.10.

You can find out more regarding the package in the Official Dominance Analysis Documentation [https://dominance-analysis.github.io/dominance-analysis/].


Authors & License

This package is released under an open source MIT license. The Dominance Analysis package is based on the concept developed by
Azen and Budescu. Dominance Analysis Python package has been developed by  Shashank Shekhar [https://github.com/quintshekhar], Sajan Bhagat [https://github.com/bhagatsajan0073], Kunjithapatham Sivakumar [https://github.com/Vibish] and Bala Koteshwar Kolluri [https://github.com/balakolluri].

Pull requests submitted to the GitHub Repo [https://github.com/dominance-analysis/dominance-analysis] are highly encouraged!

The latest build status can be found at Travis CI [https://travis-ci.org/dominance-analysis/dominance-analysis].






          

      

      

    

  

    
      
          
            
  
Introduction to Dominance Analysis

Dominance-Analysis is a Python library built for accurately determining the relative importance of interacting predictors in a statistical model. The variable’s individual effect as well as its effect in the presence of other variables is accounted for in identifying its proportionate contribution to the model.

The library can be used in combination with Principal Component Analysis (PCA) or Factor Analysis or any other feature reduction algorithm for getting accurate and intutive importance of predictors. The purpose of determining predictor importance in the context of Dominance Analysis is not model selection but rather uncovering the individual contributions of the predictors.

The library can be used for key driver analysis or marginal resource allocation models and helps marketers answer many questions like


	Which marketing touchpoints in a sales journey have the most impact on conversions.


	Which subgroup prevalence differences in complex surveys are most important.


	Which aspects of a service influence how likely a customer would recommend a company to others.





Package Features


	Evaluates predictor importance when the analysis is either in the form of Ordinary Least Squares Regression or the Logistic Regression.


	Allows performing Dominance Analysis even in the cases where only the Covariance / Correlation matrix of the predictor variables is available.


	Provides the user the flexibility to choose number of top predictors that they want to compute relative importance for.


	Provides Complete, Conditional and General dominance analysis for models.








          

      

      

    

  

    
      
          
            
  
Dominance Statistics

In order to intuitively determine the dominance of one predictor over another, Dominance Analysis compares their incremental R-square contribution across all subset models. Further, a relative importance measure should be able to describe a predictor’s direct, total and partial effect. To address this quantitatively, we have conceptualized and formulated four different types of Dominance measures in our library i.e. Interactional dominance, Individual dominance, Average Partial dominance and Total dominance.


	Interactional Dominance: This measure gives an idea about the predictor’s incremental impact in the presence of all other predictors. It is arrived at by subtracting the R-square value of a model with all other predictors from the R-square value of the complete model.


	Individual Dominance: This measure shows the variability explained by the predictor alone in the absence of all other predictors. Mathematically, the individual dominance of a predictor is the R-square of the model between the dependent variable and the predictor variable.


	Average Partial Dominance: This measure is the average of average incremental R-square contributions of the predictor to all subset models except complete model and bi-variate (when only one predcitor is present) model. Hence, this can be interpreted as the average impact that a predictor has when it is available in all possible combinations with other predictors except the combination when all predcitors are available.


	Total Dominance: This measure of dominance summarizes the additional contributions of each predictor to all subset models by averaging all the conditional values.




The below example explains how each of these measures of dominance are arrived at.

[image: _images/Dom_Stat.jpg]
The measures of dominance calculated for these predictors can be seen below.

[image: _images/Dominance_Analysis.JPG]



          

      

      

    

  

    
      
          
            
  
Dominance Levels

Dominance Analysis defines three levels of dominance while comparing each pair of predictors:


	Complete Dominance: A predictor is said to completely dominate another predictor if its dominance holds across all possible subset models (that do not include the two predictors under comparison). For example, in a four-predictor model, X1 is said to have complete dominance over X2 when the additional R-square contribution of X1 is more than that of X2 for all subset models i.e. to the null model, the model consisting of X3, the model consisting of X4, and the model consisting of both X3 and X4.


	Conditional Dominance: When a predictor’s averaged additional contribution within each model size is greater than that of another predictor, then the first predictor is said to conditionally dominate the latter. Here, the model size is indicated by the number of predictors included in a given model. If a predictor’s averaged additional contribution is greater for some model sizes but not for all, then conditional dominance between the two predictors cannot be established.


	General Dominance: If the overall averaged additional R2 contribution of one predictor is greater than the other, then the predictor is said to generally dominate the other.




For each predictor variable, the library clearly lists out all the predictors that are dominated generally, conditionally and completely by it.




          

      

      

    

  

    
      
          
            
  
Installation and User Guide

Use the following command to install the package:

pip install dominance-analysis





The dominance-analysis pakage can then be invoked through the below code.

dominance_classification=Dominance(data=df_data,target='Target',objective=0,pseudo_r2="mcfadden",data_format=0)





The overall R-square of the complete model will be displayed as an output.


Parameters

The descriptions of the parameters to be passed to the Dominance class are provided below.


	data
-  Complete Dataset, should be a Pandas DataFrame


	target
-  Name of the target variable, it should be present in passed dataset.


	top_k
-  No. of features to choose from all available features. By default, the package will run for top 15 features.


	objective
-  It can take the values 0 or 1.


0 for Classification

1 for Regression

By default, the package will run for Regression.






	pseudo_r2
-  It can take one of the Pseudo R-Squared measures - mcfadden, nagelkerke , cox_and_snell or estrella, where default = mcfadden. It is not needed in the case of regression models (i.e. objective = 1 ).


	data_format
-  It can take the values 0, 1 or 2.


0 when raw data is being passed,

1 when correlation matrix (correlation of predictors with target variable) is being passed,

2 when covariance matrix (covariance of predictors with target variable) is being passed.

By default, the package will run for raw data (i.e. data_format = 0). This parameter is not needed in case of Classification models.








Note: While passing a Covariance / Correlation matrix to dominance-analysis , it is advisable to pass the matrix of a dataset having 15 or lesser predictor variables.



User Guide

The package has the below functions that can be used for performing Dominance Analysis and coming up with visualizations that help understand the variable significance and dominance levels.

class Dominance







	Function

	Utility





	incremental_rsquare()

	The function will evaluate the Overall Average Incremental R-square contribution of the predictors to the R-square of the complete model.



	plot_incremental_rsquare()

	The function will plot the Incremental R-square contribution of the predictors in the form visulaizations like Bar Graph, Pie Chart and Waterfall chart.



	dominance_stats()

	The function will give the Dominance Statistics for each of the predictor variables.



	dominance_level()

	For each predictor variable, the function will clearly list out all the predictors that are dominated generally, conditionally and completely by it.



	complete_model_rsquare()

	The function will print the R-squared value of the complete model.






class Dominance_Datasets







	Function

	Utility





	get_breast_cancer()

	The function will fetch the UCI ML Breast Cancer Wisconsin (Diagnostic) dataset [https://goo.gl/U2Uwz2], in the form of a Pandas dataframe, to be able to use it for Dominance Analysis. The response variable in this case is continuos.



	get_boston()

	The function will fetch the Boston Housing Dataset dataset [https://www.cs.toronto.edu/~delve/data/boston/bostonDetail.html], in the form of a Pandas dataframe, to be able to use it for Dominance Analysis. The response variable in this case is binary.






You can find a more detailed information and examples regarding the package in the Official Dominance Analysis Documentation [https://dominance-analysis.github.io/dominance-analysis/].
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